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## Textures are everywhere!
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## Max-flow Min-cut theorem
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What is a flow?...
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## Cuts \& Flows

Many variants:

- directed/undirected
- with/without terminals
- multi-cut
- non integer weights
- negative weights
- ...

Many many applications!

## Max Bipartite Match



## Max Bipartite Match



## Max Bipartite Match



## Max Bipartite Match



Back to Graphcut Textures...




Where to place next patch?

Which pixels to use?

## Which pixels to use?
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Graph cuts to the rescue


$$
M(s, t)=\|A(s)-B(s)\|+\|A(t)-B(t)\|
$$

## Which pixels to use?
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Cut at most one edge!

## Which pixels to use?
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Kept old seam

## Which pixels to use?



Updated seam

## Which pixels to use?



Removed seam

## Which pixels to use?
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## Which pixels to use?



What might happen if we only connect a few pixels to $B$ ?

Minor detour: MRFs

Markov Random Field
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A variable
is conditionally independent
of all other variables
given its neighbors
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## Markov Random Field



Where to place next patch?

Which pixels to use?

## Placing the next patch
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## Results
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## Video synthesis



Temporally stationary


Spatio-temporally stationary
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Spatio-temporally stationary

How should this affect patch search strategy?


Temporally stationary


Video Textures
$+$


Per-pixel transition timing

## Seam optimization
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Spatio-temporally stationary


Can search patches in time and space!
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Spatio-temporally stationary
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Can search patches in time and space!

Spatio-temporally stationary


Robust results even for short sequences


Can make videos larger

Harder to create loops. Why?
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Solution: explicitly force beginning and end to match
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Solution: explicitly force beginning and end to match
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- Add to your tool belt: Graph Cuts

- Graphcut Textures
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Unfiltered source (A)



Filtered source ( $A^{\prime}$ )
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## What didn't we cover?

- Many things!
- E.g., image analogies
- Convert between different representations of an image
- Stylization
- We will discuss these applications later in the course (using more recent methods)
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